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Performance Modeling for Products: Quick Overview
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“Accuracy” or Abstraction Level or Cost

Performance Modeling for Products

My life for the past few years

A

Competitive analysis
Mix simulated/measured data
“Relative projections”

Hundreds of small (<1%)
icro-architectural tradeoffs

AMDC1

Smarter Choice

Validation and Debug

Silicon Performance

\Performance Correlation/Verification

2\

Performance Projections

Feature Evaluation

Architectural Development

Tapeout

>

Project Timeline

! April 27, 2007 AMD Performance Modeling Methodologies

ISPASS 2007



Performance Modeling for Products: AMD

Smarter Choice

Power modeling and power correlation

e Power and performance are intimately linked
e New role for the performance model
e Huge, cross-disciplinary effort to do this well

Virtualization
* New workloads
 Challenges our performance modeling and tracing infrastructure

Graphics performance analysis
e Discrete, UMA and Fusion!

More MP, all the time!

e Cycle-accurate MP simulation is uniquely challenging
e More and more CPUs on a single chip
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Performance Analysis Tool Chain
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Abstraction Level

AMDC1

Performance Analysis Tools: Smtor Shalos
The right tool for the job

Basic statistics
Parameterized statistical models

Hardware Counters
+ spreadsheet model 1-2GIPs

Detailed models
NB “Transaction accurate”
CPU “Cycle accurate”

1-100 MIPS

Trace Analyzers
10-100 KIPS

Queueing Models

“NB” System model
CPU model 1-10 Kcyc/sec

RTL |1-10 cyc/sec

>

Speed (Log Scale)

u April 27, 2007 AMD Performance Modeling Methodologies ISPASS 2007



CPU Performance Modeling Tool Chain

OS/Application

Measured HW data
for workload validation
Sampling Statistics etc

Hypertracer
HW based tracing
Bus, instruction,

“executable” traces

Execution image

Register state
Memory state
Device trace

Instruction
traces

MOV EAX,EDX
SHR EAX,1FH

MOV [EBP+3CH],01H
TEST EDX,EDX

MOV [EBP+26H],AL
JNL LOC_Ox4163C6H
MOV [EBP+18H],BX
LEA EAX,[EBX+0FH]
SAR EAX,03H

MOV [EBP+1AH],DX
SHR EAX,1CH

Sl CPU Model

|
IPC v

Power
Throughput
Detailed stats
Perf Projection

AMD

Smarter Choice

2000 traces in suite
Statistical weighting
by benchmark

Trace
Analyzers

Cache miss
BrPred

Inst mix
etc
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System Performance Modeling Tool Chain AMDT
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memory arrays raw trace files Add synthetic threads and

4-16 real threads inter-/intra- thread dependencies
e
| > @ | > | trace post-
“ processing
(remen |

AMD Opteron™ System L2-off

L2-on
Under Test L2-direct mapped

4-64

Thread traces
ﬂ AMD Roadmap
Predicted
Throughput (" Fligh-Level ) 'S " k
(score) workload P TagSim “NB”

Measured Throughput SySte_m file A g TRACE
L2-off Queueing L2/L3 cache System analvsis
L2-0n \__Model _J Missrates | simulator ) | simulator y

Different frequencies
—)
Model
g | ClleElion Infinite L2 CPI

Blocking Factor
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SimNow™: Perf/Arch applications A!::Ipohn

* Fast and configurable x86 and AMDG64 instruction-level platform simulator
* Evaluate ISA extensions
— X86-64, AMD-V™
* Produce instruction traces
* Produce execution-driven workload inputs
* On-the-fly trace analysis
* Golden model for exec-driven CPU perf models
* Playback executable-traces from real-hw
— Hookup to perf model also
* Network support
e Graphics devices
* Many other uses besides Perf/Arch

— BIOS, Driver, OS development
— Compiler development (ISA extensions)
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SimNow™ Screenshot A!::'RF'
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Workloads and Workload Analysis
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Workload Overview: Client A!::Ipoha

Varied and rapidly changing landscape

Digital Media
* Multimedia Content Creation Winstone® 2004 (Ziff Davis Media, Inc.)
e SYSmark® 2004 Internet Content Creation (BAPCO®)

 Panorama Factory, Sony Vegas Studio, Microsoft® Movie Maker, Apple
iTunes

Computer Gaming
e 3DMark™ 2005/2006 (Futuremark Corporation)
» Doom, Farcry, Halflife 2, ...

Office Productivity

* Business Winstone® 2004 (Ziff Davis Media, Inc.)
e SYSmark® 2004 Office Productivity (BAPCO®)

e PC Worldbench

* WInRAR

* Remote Collaboration Scenario
— multi-application benchmark that combines Microsoft® NetMeeting and Windows® Media Encoder

 Travel Ready Scenario
— multi-application benchmark that combines Microsoft®Publisher 2003 and Nero Recoder

April 27, 2007 AMD Performance Modeling Methodologies ISPASS 2007
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Client workloads

WWinstoneZO04 IPC SGraph

Internet
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Workload Overview: Server/HPC A!::Ipohn

SPEC CPU2006
* Many compiler, 32<->64-bit and OS variants

* Microsoft®, PGI, Pathscale, Sun, Gnu, Intel compilers

e Windows® XP, Windows Vista™, Linux®, Solaris OS’s
e 32-bit and 64-bit

High-performance computing
* DGEMM (matrix multiply aka HPL), FFT

e LS-Dyna3D, Ansys, ... Developing accurate workloads
Server for simulati(?n remains

¢ OLTP with various databases one of our biggest challenges

e SPECweb99, SPECweb99 SSL, SPECweb2005 for performance projection

e SPEC JBB2000, JBB2005
e  Microsoft® Terminal Services

Virtualization
e VMmark (from VMware)
¢ AMD internal benchmarks

Future Workloads

* Look at current workloads

* Look at industry trends

* Internally develop benchmarks
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Workload Sampling

Employ various profiling/analysis techniques to select and validate

representative execution strips or traces

Validate final sampled workloads against measured HW counter data

and profile information

Method employed depends on the workload
— Some workloads are difficult to trace (eg. Sysmark04)

— Some workloads are difficult to run on SimNow™ (eg. large-scale multi-tier

server)
Small number of large samples
— Good for server traces from real HW systems
Large number of small samples
— Automated via SimNow
— Good for straightforward benchmarks such as SPECcpu
— Trace or execution driven
Phase analysis
— EIP/PC monitoring
— Basic block monitoring
— Loop analysis
Simpoint type methods also employed
Fast-warmup mode for key structures

AMD 1

Smarter Choice
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Server Workloads A!::‘Pohn

Many server workloads require clients and network modeling

* In the lab, clients are 6-25+ additional machines generating transactions to
stimulate the server

e Do we need to simulate the clients?
e Do we need to simulate the network?

Server workloads are really big

* Gigabytes of memory, terabytes of disk space
*» Have explored scaled-down server vs full-scale server workloads for exec-
driven simulation
— Single-tier setups can be useful
— Calibrate against HW data from large-scale systems
e MP traces from real HW
 Overall, take a pragmatic approach
— Use what we have and move forward
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CPU Performance Modeling
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Cycle-accurate CPU performance model A!::‘Pohn

Include detailed CPU core model, NB, memory controller
 Share NB and memory controller with NB System model

Goal is cycle-accurate simulation against RTL

* Also execution correctness to the level it matters for performance
analysis

C++ model with higher-level of abstraction than RTL
100K lines of uarch specific code
400K lines of shared infrastructure and library code
Modular structure (SimModules) with timing-aware interfaces (ComPipes)

Highly parameterized at both the macro and micro level
— Many, many configuration switches for structures, queues, algorithms, policies

Don’t model everything in the simulator
* EXxceptions, power states, many rare conditions, etc.

Workhorse simulator for core microarchitecture
e Core architecture tradeoffs
e Correlation with full-chip RTL
 Small scale MP simulations
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: : AMD
Trace or Execution-driven? Smarteroh';:

Common features
 OS and application code always included
* Instruction stream and memory accesses recorded or generated

Trace-driven simulation

 Simulates faster

e Sometimes easier to model

 We have thousands of traces from real HW systems

Execution-driven

 Execute all instructions in simulator

* More accurate simulation model — control and data speculation
MP interactions can be accurately represented

Required for accurate power modeling

Large workloads difficult

Support both in the same model

April 27, 2007 AMD Performance Modeling Methodologies ISPASS 2007



Cycle-accurate CPU model: AMD
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 These models represent our biggest investment in modeling
from a resource perspective

* People resources
— Many man-years invested in infrastructure
 Amortized over projects
— Many man-years invested in detailed core modeling

e Specialized to a particular core
* Modeling and RTL teams work hand-in-hand on uarch

 Simulation resources
— 1000 high-end AMD Opteron™ CPU’s typical, 4x or more for peak

— 90% or higher utilization on an ongoing basis, month-in, month-
out

April 27, 2007 AMD Performance Modeling Methodologies ISPASS 2007



Detailed Small-scale MP: AMDZ
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Still a challenging task

Very detailed, cycle-accurate simulation

* Simulates the cores, plus the NB/L3/DRAM in detalil

* Requires a lot of functional correctness in the model

* Used to examine locking, thread interactions, cache sharing, coherency policies etc

Determinism solutions

* “Trace-driven with Memory Disambiguation”
— Force multiple threads into different address spaces
— If they never interact, simulation become deterministic
— Appropriate for multi-programmed workloads (eg. SpecRate)

* Fixed-transaction simulation
— Change metric from IPC to a high-level metric such as transactions completed
— Have to understand and instrument benchmark to measure this metric
— Run long enough to wash out noise from different transactions completing

e MP-XTR (“Deterministic MP”)
— Record trace of coherence interactions (executable-trace)
— Force all simulations to follow the same coherence trace
— Stall if necessary to force ordering (and measure stall time)
— Appropriate for evaluating features that don’t interfere with the coherence
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How cycle-accurate? ASMmDCFlm
Correlation against RTL B

RTL Performance Correlation

25%

20%

15%

10%

5%

0%
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System Modeling
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AMD Opteron~ System Overview

12.8 GB/s

DRAM

128-bit

NncHT

170 170

A

1/0

A

DRAM

AMD
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V3

DRAM

1/0
4.0GB/s per
direction
@ 2GT/s Data
> Rate
| 110

“NorthBridge”

DRAM
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System Queuing Model AMDZ

Smarter Choice

Model resource occupancy and latency for Hypertransport, L3 cache, System
Request Interface, Memory Controller, etc., message traffic and coherence
protocol

Probabilistic traffic generation and miss rates

Abstract CPU model
* f(ICCPI, BF and miss rates)

* Workload parameters Infinite Cache CPI (ICCPI) and Blocking Factors (BF)
extracted to fit model to K8 HW measurements

Useful for AMD server performance roadmaps
 Throughput (e.g. tpmC)
 HT bandwidth utilization
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“NB”” System Model

Trace-driven multiprocessor model

Doesn’t include CPU model (abstracted away)

Includes full Northbridge model in detail

Includes DRAM controller model from timing accurate CPU model
Validated against hardware RTL models

Deterministic MP simulation
e ST-LD ordering across threads preserved
* Enables apples-to-apples comparison of different MP architectures

Useful for clustered MP tradeoff studies
* Queue sizes
* Coherency protocols
* New features

Used to drive Northbridge, Memory system and System design decisions
Trace stimulus comes directly from AMD Opteron~ hardware

Focused on Server performance

AMD 1

Smarter Choice
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AMD 1
B U S T race S Smarter Choice

Set of trace files for a multithreaded application generated from L2-off bus-
traces collected on an AMD Opteron™ MP server.

Each record describes an L1 miss event such as a fetch, load, store or victim
Each record contains metadata specifying how this memory reference is
ordered with respect to other memory references in its thread (“intra-thread

dependency”) and stores in other threads (“inter-thread dependency”).

Model enforces the same ordering in simulation for consistent comparisons and
to expose the effect of memory latency on load-use dependencies.

Loads followed by silent stores (E->M) identified

Synthetic threads added to enable studies of large scale CMP. Code left shared
and data made disjoint in synthetic threads.

A 64-thread trace has —1 Billion L1 miss records across all threads.
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Power Modeling
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Power Modeling AMDZY

Smarter Choice

Make power tradeoffs before design is complete.

e Evaluate design options before implementation
 Determine features for power efficiency before RTL
e Gatesim based power simulation is (way) too late

Understand/estimate average power consumption at the benchmark
level

e Gatesim power simulation too slow
 Performance Simulator allows many more instructions to be run
 Validate/correlate against actual as design progresses

Measure/track/optimize power throughout the project

Investigate dynamic power management algorithms via performance
model

April 27, 2007 AMD Performance Modeling Methodologies ISPASS 2007



Power Estimation

Bus lengths
from floorplan Technology

Arch and Config
pararln eters Wilrameters

events
—p

Application

A 4 A 4

Perf estimate Stats Power estimate

Performance model provides
emicroarchitectural energy activity
etime to complete instructions

ePower is equal to energy/time

AMD

Smarter Choice

Energy models instantiated
and configured based on
arch params and bus lengths

Chip power model =
collection of energy model
Instantiations

Perf simulator generates
events

Chip power model returns
power for that event

April 27, 2007 AMD Performance Modeling Methodologies ISPASS 2007



Power Estimation Overview
An Example

Bus lengths

from Floorplan Technology
Arch and Config
paraTeters W’jrameters

Application _
L1Hits Triggers

Read
Event

AMD{T
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Energy model: SRAM
Power model: L1 Cache
Perf event: L1Hits

Energy event: Read
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Sample Power Data AMDZT
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 Power analysis can be
looked at from different
viewpoints

— Distribution by Unit or Sub-
Unit

— Distribution by Type
— As a function of time

— Max power vs Average
Power

@ Bus

H Array
O Stdcell
O Ck
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Recent Modeling Applications
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Barcelona Core IPC Enhancements:

SSE128 Support

Advanced branch prediction
32B instruction fetch
Sideband Stack Optimizer
Out-of-order load execution
TLB Optimizations

Data-dependent divide latency

Improved Core prefetchers
Write bursting
DRAM prefetcher

AMD 1

Smarter Choice

Branch
L1 Fetch Prediction
Icache :
64KB Scan/Align
Fastpath |Microcode Engine
! ! ! ! !
}J.OPS l l l
L1 Instruction Control Unit (72 entries)
Dcache ] ] ]
64KB | < >
L Ly
T | Int Decode & Rename| |FP Decode & Rename|
| ! b
44-entry | Res | | Res | | Res | |36-entry FP schedulerI
!
Load/ <= AGU AGU — AGU |FADD| |FMUL| hvusct
Store <= ALU ALU — ALU |
Queue | |yur]
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Sample System Level Study

Memory Latency is the Key to Application Performance!

Performance vs Average Memory Latency
(single 2.8GHz core, 400MHz DDR2 PC3200, 2GT/s HT with 1MB cache in MP system)
0,
7 120% o
(] o
© 6| + 100% S
© S
5 -
S - 80% 5
O 4 . t
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D. 3 T B
e T 40%
Q 2T 0
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| | |
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1 Node 4 Node Square 8N Ladder
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110
AvgD 0 hops 1 hops 1.8 hops
Latency x +0ns X + 44ns (124 cpuclk) X + 105ns (234 cpuclk)
8N Twisted Ladder

2 Node

o PO P1 o
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X+ 17ns (47 cpuclk)
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Barcelona L3 Cache Architecture: AMDI
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Core 1 Core 2 Core 3 Core 4

Cache Cache Cache Cache
Control Control Control Control

Shared L3 Cache

» Victim-cache architecture maximizes
efficiency of cache hierarchy

» Fills from L3 leave likely shared lines in
the L3

e Sharing-aware replacement policy
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Future Directions and Challenges
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Challenges going forward As':lpoha

CPU + GPU performance modeling

— Traditionally CPU guys have “abstracted” away (aka ignored) the
GPU

— Traditionally GPU guys have “abstracted” away the CPU
— Model needs to change going forward

More MP, all the time!

— Server, desktop, laptop, palmtop all going MP

More Virtualization, all the time!

— A workload/tools challenge

— What benchmarks and how to run under simulation?

— Trace or exec-driven?
Larger systems, more complex, longer workloads
— More cpu’s, memory, disk, networking, graphics
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COﬂClUSIOn Smarterolﬂ

We’ve got a lot of work to do!
Ask the right questions

Apply the right tools

Get a reasonable answer ASAP

The design can’t walit long for perf data

Thanks for your attention!
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